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INTRODUCTION

ICASE* is operated at the Langley Research Center (LaRC) of NASA by the Universities Space Research
Association (USRA) under a contract with the Center. USRA is a nonprofit consortium of major U.S. colleges
and universities.

The Institute conducts unclassified basic research in applied mathematics, numerical analysis and algo-
rithm development, computer science, fluid mechanics, and structures and materials in order to extend and
improve problem-solving capabilities in science and engineering, particularly in the areas of aeronautics and
space research.

ICASE has a small permanent staff. Research is conducted primarily by its permanent staff and visiting
scientists from universities and industry who have resident appointments for limited periods of time as well
as by visiting and resident consultants. Members of NASA’s research staff may also be residents at ICASE
for limited periods.

The major categories of the current ICASE research program are:

e Applied and numerical mathematics, including multidisciplinary design optimization;

e Applied computer science: system software, systems engineering, and parallel algorithms;

e Theoretical, computational, and experimental research in fluid mechanics in selected areas of interest
to LaRC, such as transition, turbulence, flow control, and acoustics; and

e Theoretical, computational, and experimental research in structures and material sciences with
emphasis on smart materials and nanotechnologies.

ICASE reports are primarily considered to be preprints of manuscripts that have been submitted to
appropriate research journals or that are to appear in conference proceedings. A list of these reports for
the period April 1, 2000 through September 30, 2000 is given in the Reports and Abstracts section, which

follows a brief description of the research in progress.

*ICASE is operated at NASA Langley Research Center, Hampton, VA, under the National Aeronautics and Space Adminis-
tration, NASA Contract No. NAS1-97046. Financial support was provided by NASA Contract Nos. NAS1-97046, NAS1-19480,
NAS1-18605, NAS1-18107, NAS1-17070, NAS1-17130, NAS1-15810, NAS1-16394, NAS1-14101, and NAS1-14472.



RESEARCH IN PROGRESS

APPLIED AND NUMERICAL MATHEMATICS

Active flow control research tool development
Brian G. Allan

The use of secondary flow control devices on inlets, such as vortex generators and small synthetic jets,
has recently attracted interest. Significant improvements in engine flow distortion and pressure loss have
been demonstrated using these small flow control devices. This technology has shown a great potential for
improving existing inlet configurations and enabling more advanced inlet designs, allowing for reduced inlet
lengths and sharper turning angles. In order to take advantage of these devices, computational tools need
to be developed in order to evaluate potential engine inlet designs. The goal of this research is to develop
computational boundary conditions and techniques for a CFD code, in order to model vortex generators and
synthetic jets for an inlet application.

Using a compressible Navier-Stokes code, developed at NASA, numerical simulations of micro-vortex
generators and synthetic jets on a flat plate and inlet duct flows, will be performed. These simulations are to
be performed in conjunction with wind tunnel experiments conducted at NASA Langley Research Center.
From these simulations and experiments, a better understanding of the flow physics of the flow control devices
will be gained. Using these insights into the flow physics of the control devices, a computational boundary
condition can then be developed. This boundary condition will capture the general behavior of the flow
control devices without having to simulate them directly. This will result in a reduced computational cost
by eliminating the need to include fine grids for the vortex generators and synthetic jets. By reducing the
computational cost, the inlet design cycle time can also be significantly reduced. High resolution calculations
of the flow about micro-vortex generator fing and jets on a flat plate, have been performed using a Reynolds
averaged Navier-Stokes code.

Future work will include a comparison of the numerical results to experimental data for a better un-
derstanding of the flow physics of these devices. Once an understanding of the flow physics is known, the
development of computational boundary conditions, which model the flow control devices, can be performed.

This work was done in collaboration with Pieter Buning (NASA Langley).

Anisotropic mesh adaption
Carlo L. Bottasso

Many problems in fluid and solid mechanics present solution features that are inherently directional.
For example shock waves are characterized by gradients that are very high in one local direction, while
substantially smaller in the other two. Similarly, a vortex shed by the tip of a wing presents gradients in the
radial direction that are much higher than in the direction of its core. In all these cases, anisotropic meshes
are highly desirable for their evident economic advantages.

We are developing a methodology for introducing regions of high anisotropy in existing isotropic unstruc-
tured grids in complex, curved, three-dimensional domains. The new procedures can be used for refining
solution features internal to the computational domain (e.g., shock waves) or in the proximity of its bound-
aries (e.g., boundary layers). In both cases, suitable voids are created in the existing grid in the regions of
localization using a mesh motion algorithm that solves a fictitious elasticity problem. The voids are then

filled with stacks of prisms that are subsequently tetrahedronized to yield a simplicial mesh. The mesh



motion algorithm allows dealing in a simple and effective manner with the problem of self-intersection of
elements in concave regions of the model boundaries and in the case of closely spaced model faces, avoiding
the need for cross-over checks and complex grid correction procedures.

The capabilities and performance of the new methodology are being tested with the help of practical
examples involving the growth of boundary layers and the refinement of shock waves.

Discontinuous dual-primal mixed finite elements
Carlo L. Bottasso

Discontinuous Galerkin methods are the subject of active research for the solution of partial differential
equations in a number of problems in mathematical physics. Great insight on the characteristics of such
methods can be gained from the study of model problems, for example the Laplacian.

We have developed a novel discontinuous mixed finite-element formulation for the solution of second-
order elliptic problems. Fully discontinuous piecewise polynomial finite-element spaces are used for the
trial and test functions. The discontinuous nature of the test functions at the element interfaces allows
the introduction of new boundary unknowns that, on the one hand enforce the weak continuity of the trial
functions, and on the other avoid the need to define a priori algorithmic fluxes as in standard discontinuous
Galerkin methods. Static condensation is performed at the element level, leading to a solution procedure
based on the sole interface unknowns. In the one-dimensional case, we can show the equivalence of the
method with implicit Runge-Kutta schemes of the collocation type exhibiting optimal behavior. This clearly
provides a strong incentive towards the generalization to multiple space dimensions. Numerical experiments
in one and two dimensions demonstrate the order accuracy of the new method, confirming the results of the
analysis.

Future efforts will concentrate on the extension of these ideas to other model problems, and on compar-
isons of this class of methods with alternative, well established solution procedures.

This work is done in collaboration with S. Micheletti and R. Sacco (Politecnico di Milano).

Geometric integration theory for multibody dynamics
Carlo L. Bottasso

The partial differential equations governing the dynamics of nonlinear multibody systems composed of
beams, shells and rigid bodies are known to present a rich mathematical structure. In particular, the resulting
models are Hamiltonian systems characterized by a symplectic nature and associated with conservation laws
that stem from symmetries of the Hamiltonian. The linear and angular momentum as well as the total
mechanical energy are conserved for free motions of such systems. Classical integration methods rarely
preserve the underlying structure of the problem being solved, and hence, such structure is lost in the
numerical solution.

We have developed a novel integration scheme for the nonlinear dynamics of geometrically exact shells
based on the inextensible director assumption. This method extends previous work done on the dynamics
of rigid bodies, geometrically exact beams and flexible multibody systems. The new algorithm is designed
80 as to imply the strict decay of the system total mechanical energy at each time step, and consequently
unconditional stability is achieved in the fully nonlinear regime. Furthermore, the scheme features tunable
high frequency numerical damping and it is, therefore, stiffly accurate. The method was implemented in a
general-purpose multibody code. Numerical test examples have been solved for verifying the characteristics
of the new method.



Future efforts will concentrate on the use of the code for solving more complex problems, in particular
for the modeling of helicopters and tiltrotors.

This work is done in collaboration with O.A. Bauchau (Georgia Institute of Technology).

Textbook multigrid efficiency for CFD applications

Boris Diskin

State-of-the-art multigrid methodologies for large-scale compressible flow applications use a block-matrix
relaxation and/or a pseudo-time-dependent approach to solve the equations; significant improvements have
been demonstrated using multigrid approaches, but the methods are not optimally convergent. The Reynolds-
averaged Navier-Stokes (RANS) equation sets are systems of coupled nonlinear equations which are not, even
for subsonic Mach numbers, fully elliptic, but contain hyperbolic partitions. There is a potential gain of
several orders of magnitude in operation count reduction if the textbook multigrid efficiency (TME) could be
attained for the RANS equations. The objective of the research is to develop TME methods for large-scale
CFD applications.

The method proposed for achieving TME is the distributed relaxation approach of Brandt which de-
composes the system of equations into separable, usually scalar, factors that can be treated with optimal
methods. The distributed relaxation is applied in regular (smoothly varying) flow regions. Near boundaries
and discontinuities, the general approach is to relax the governing equations directly in terms of primitive
variables. Several sweeps of robust (but possibly slowly converging) relaxation, such as Newton-Kacmarcz
relaxation, can be made in these regions. The additional sweeps will not affect the overall complexity because
the number of boundary and/or discontinuity points is usually negligible in comparison with the number of
interior points. Recently, TME has been demonstrated for viscous compressible flow applications and for
high-Reynolds-number incompressible viscous flow. The main accomplishment of this half-year period is the
formulation of the general framework expected to be required for achieving TME for large-scale compressible
flow applications. This framework was tested by solving the quasi-one-dimensional Euler equations.

Currently efforts are directed to extension of the proposed TME methodology to different (subsonic,
transonic, and supersonic; compressible and incompressible; free, wake, boundary-layer, stagnation, lifting,
etc.) flow regimes on different structured (staggered and non-staggered; Cartesian and body-fitted) grids for
different (conservative and non-conservative; low and high order) discretizations of Navier-Stokes equations.

The research in these directions is conducted in collaboration with with J.L. Thomas (NASA Langley)
and A. Brandt (The Weizmann Institute of Science).

Materials science: Optimization of chemical vapor infiltration with simultaneous powder
formation
Adi Ditkowski

A variety of materials are produced by infiltration processes. In these techniques a fluid phase (i.e., a
gas or a liquid) is transported into a porous structure, where it then reacts to form a solid product. These
methods are particularly important for producing composite materials, where the initial porous perform
is composed of the reinforcement phase (i.e., fibers, whiskers, or particles) and infiltration produces the
matrix. A detailed assessment of the relevant reaction and mass transport rates during infiltration requires
mathematical modeling, using a minimum of two coupled partial differential equations which describe changes
in the reactant concentration and the solid structure as a function of both position and time. A key difficulty

in chemical vapor infiltration (CVI) is the long processing times that are typically required. With this in



mind, it is important to minimize infiltration times. The goal of the research is to find the optimal conditions
(i.e., pressure and temperature) to run this process.

This study specifically considers optimization for a set of two equations which describe isothermal,
isobaric CVI. This work was divided into the following stages. (1) A set of PDEs which model the process
was derived. (2) An analytic analysis was made on this model to determine its proper ties. (3) Asymptotic
solutions were found and an optimization procedure was established on these asymptotic solutions. These
results are an estimate of the optimal conditions. (4) Two numerical methods were used to verify the
asymptotic results and to study their limits. (5) The numerical optimization procedure was developed and
used for this problem. Our work presents a framework for treating the problem of determining the optimal
pressure and temperature which corresponds to the minimum infiltration time.

In the future the methodology developed here will be used to find the optimal operation condition for
other CVI processes as well as other problems in materials science, such as silicone oxidation and trench-
filling.

This work was done in collaboration with David Gottlieb and Brian W. Sheldon.

On error bounds of finite difference approximations to partial differential equations — temporal
behavior and rate of convergence
Adi Ditkowski

The question of the role of numerically imposed boundary conditions in the solution of parabolic and
hyperbolic PDE’s has been with us for many years. Many investigators have studied the effect of boundary
conditions on the stability of the overall scheme, (i.e., the ‘inner algorithm’ + boundary conditions). In
this context stability implies convergence of the scheme, at a fixed time ¢, as the mesh is refined. The
question of the temporal behavior of the error was usually not considered. When constructing higher order
schemes, third-order accuracy and above, it turns out that it is difficult to state boundary conditions such
that the overall scheme remains stable. The question then arises: What happens to the overall accuracy
of the numerical solution if the order of accuracy of the inner stencil, (m), is higher than the order of the
boundary conditions, (m — s). This problem has been tackled by Gustafsson in his papers from 1975 and
1981. His main result, for both parabolic and hyperbolic PDE’s, is that if the accuracy of the extra boundary
conditions, required for ‘numerical closure’ of the problem, are one less than that of the inner scheme, then
the overall accuracy is not affected. The physical boundary conditions, however, must be approximated to
the same order as the inner scheme. The goal of this work was to derive error bounds which are functions
of grid space and time.

In this work we had considered a form of differentiation matrices, both hyperbolic and parabolic, which
represent a fairly wide family of boundary condition formulations plus central inner schemes. We investigate
the dependence of the error on time as well as on mesh size. The main results are as follows:

o In the parabolic case, the overall convergence rate is of order m if s = 0,1, and m —s+3/2if s > 2.
The error is uniformly bounded independent of ¢ for all £, ¢ > 0.

o In the hyperbolic case, the overall convergence rate is of order of min (m,m — s+ 1) for all s, in
agreement with the results given by Gustafsson. For s = 0,1, the temporal bound of the error
behaves as v/t for t < 1, and bends over smoothly to a linear bound as t increases. For s > 2, the
temporal behavior is ~ v/t for all ¢, ¢ > 0.

The parabolic and hyperbolic results for the case s > 2 were found by using standard energy methods. In

order to derive the hyperbolic results for the case s = 1, however, a new method had to be developed. The



approach we took here is to define a new problem, which is somewhat similar to the original one and to show
that the solution of this auxiliary problem bounds the error of the original problem.

In the near future we would like to refine the bounds, derive error bound for different numerical schemes
and to use the new approach to other applications such as stability analysis of flows.

This work was done in collaboration with Saul Abarbanel and Bertil Gustafsson.

High order finite element methods for electromagnetics
D. Gottlieb, J.S. Hesthaven, and T. Warburton

It is becoming increasingly apparent that there is a need in the electromagnetics community for improved
numerical methods for simulation of electromagnetic wave propagation in complex media. With this in mind,
we are proposing the use of high order methods that can be used on unstructured grids. This enables the use
of standard finite element meshes for complex geometries with the additional feature that field profiles can
be accurately and efficiently propagated through the domain without the phase errors typically seen with
lower order methods.

We have created a two-dimensional code that uses triangular elements which are up to 13th order in
space and fourth order in time accurate. We have tested this against standard test cases and have shown
exponential accuracy. For a specific case we see that increasing the order of the element decreases the error
in the calculated radar cross section (RCS) by a factor of ten. Additionally, we have shown theoretically
that this kind of convergence will be expected whenever the solution we are trying to represent is smooth
enough. We are currently collaborating with Sherwin (Imperial College) and Morgan (University of Swansea)
to compare the efficiency of this code against an optimized finite volume code.

We have also created a three-dimensional code that uses tetrahedral elements which are up to tenth
order in space and fourth order accurate in time. We have spent the summer interfacing this code with
an industrial mesh generator (Gambit from Fluent). We have also verified this code against results from
Hypercomp Inc. and have shown reasonable agreement with bistatic RCS data for scattering from a zero-
thickness business card geometry. Additionally, we have been computing results for geometries (from the
EMCC test case database) suggested by the Electromagnetics Research Branch at NASA Langley, under
the supervision of Truong Nguyen and Fred Beck (now retired). We have compared results from the 3D
code with results from an axisymmetric multi-domain code of Hesthaven for scattering from a geometry
constructed as the union of a cone and a hemisphere. They have shown good agreement for incident fields at
certain angles, however this test case has indicated that further work is required to understand and account
for the singularities in fields caused by the sharp point of the cone.

We intend to continue optimizing the three-dimensional code as well as calculating results for the cone-
sphere scattering problem and for the cavity penetration problems suggested by Truong Nguyen, Fred Beck
and M.C. Bailey from the Electromagnetics Research Branch. These geometries have proved to be extremely
interesting in the way that they stretch certain features of these time-domain methods. These difficulties are
certainly not unique to our method but pose problems for almost all numerical methods used to solve the
time-domain Maxwell’s equations. We also intend to investigate mixed implicit/explicit time integration to
treat the thinly coated cone-sphere problem that was proposed by the Electromagnetics Research Branch.

Robust optimization including model uncertainties and reliability constraints
Luc Huyse

Current formal aerodynamic optimization procedures assume that airfoil performance is perfectly pre-

dicted by CFD analysis and that all operating conditions (e.g., cruise Mach number) are fixed. During the



early stages of the design process many parameters are merely estimates of desired operating conditions.
Single point designs using these uncertain parameters can lead to overly optimistic projections of as-built
performance. Such assumptions can lead to designs with poor performance at off-design conditions. This
research will develop new optimization methods that anticipate parameter uncertainty.

A theoretical framework for robust (or stochastic) optimization has been developed and its superiority
over existing multi-point optimization techniques has been demonstrated through analytic examples. Based
on a second-order expansion of a mean-value analysis, substantial computational savings can also be achieved
when only moderate levels of uncertainty exist for some of the variables or parameters in the mathematical
model.

The newly developed techniques were applied to an airfoil optimization problem, using the FUN2D code.
The minimization of the drag in cruise regime while maintaining a constant lift is chosen as the objective
function. Only the Mach number is assumed to be uncertain in this preliminary analysis. The performance
of the resulting robust design is considerably better than the expected value of the performance of an optimal
design, obtained at selected deterministic or fixed operating conditions. Currently, we are combining the
FUN2D code with the iSight optimization framework so that constrained optimization with a more realistic
set of design variables can be studied. The ultimate goal is to develop general-purpose robust optimization
methods for use in multidisciplinary design.

This work was conducted in collaboration with Sharon Padula (NASA Langley).

Active shielding and control of environmental noise

Josip Loncarié, Victor S. Ryaben’kii, and Semyon V. Tsynkov

Rejection of exterior noise caused by periodic sources such as propellers or turbines would significantly
enhance passenger comfort and reduce noise fatigue on long flights. Passive sound absorbing materials help at
high frequencies, but to be effective below about 1 kHz their weight penalty becomes significant. Active noise
control can reduce low frequency noise with less weight penalty. We present the mathematical foundations
of a new active technique for control of the time-harmonic acoustic disturbances.

Unlike many existing methodologies, the new approach provides for the exact volumetric cancellation
of the unwanted noise in a given predetermined region of space while leaving those components of the total
sound field deemed as friendly unaltered in the same region. Besides, the analysis allows us to conclude
that to eliminate the unwanted component of the acoustic field in a given area, one needs to know relatively
little; in particular, neither the locations nor the structure of the external noise sources need to be known.
We constructed the general solution for the aforementioned noise control problem. The apparatus used for
deriving the general solution is closely connected to the concepts of generalized potentials and boundary
projections of Calderon’s type. To prove that the new technique is appropriate, we thoroughly worked out
a simple two-dimensional model example that allows full analytical consideration, including optimalization
of the control effort.

In order to develop numerically computable solutions, we plan to describe the discrete framework for the
noise control problem parallel to the continuous one. This discrete framework is obtained using difference
potentials method; in the future it is going to be used for analyzing complex configurations that originate
from practical designs. Once we have computed the solution for a particular configuration, we intend to
investigate the possibilities of optimizing it according to the different criteria that would fit different practical
requirements. We expect to discuss the applicability of the technique to quasi-stationary problems, future

extensions to the cases of the broad-band spectra of disturbances, as well as other possible applications



which may include different physics, such as electrodynamics, and different formulations of the boundary-

value problems, such as scattering.

Performance of different communication patterns on the Coral system

Ignacio M. Llorente

The evaluation of the message passing performance of a parallel system should not only consider the
performance of the interconnection system, but also the impact of the memory hierarchy exploitation. The
communication cost in a parallel application depends not only on the amount of data exchanged between the
processes, but also on how they are structured in the local memories. In fact, the bandwidth reduction due
to local memory access with poor data locality may be more important than the reduction due to contention
in the network. This situation might influence, for example, the optimal data partitioning of domain decom-
position applications. Although 3-D decompositions exhibit lower inherent communication-to-computation
ratios, lower dimensional decompositions, where boundaries with poor spatial locality are not needed, may
be more efficient. This behavior has been previously reported for some current parallel architectures as the
Cray T3E and the SGI Origin 2000. The aim of this research is to evaluate the performance of the Coral
system for different communication patterns using LAM/MPI 6.3. Since the study is focused on the Coral
subsystem based on dual-CPU nodes (500MHz Pentium IIT), we have also studied the influence of the pro-
cessor mapping. In this case, an optimal mapping does not only reduce network contention, but also allows
the exploitation of shared memory communications.

We have performed the following communication tests:

o Unidirectional Communications: First, we have used the classical Ping-Pong test to establish the
achievable bandwidths. Then, this base experiment has been modified by increasing the network load
and by decreasing the spatial locality properties of the messages. For contiguous messages, prelim-
inary results show an asymptotic bandwidth of 80 Mbytes/s between processors in the same node
(shared memory communication) and 11 Mbytes/s for processors in different nodes. For strided
data, the bandwidth drops down to 20 (25% the asymptotic bandwidth) and 8 Mbytes/s (73%)
respectively. With network saturation, the bandwidth between different nodes for contiguous and
strided data is 6 (55%) and 5 Mbytes/s (45%) respectively. Summing up these results, for inter-node
communications, the bandwidth reduction due to network saturation is more important than the re-
duction due to non-contiguous messages, while for intra-node communications, message performance
strongly depends on data locality and is not affected by the network contention.

e Processor Mapping: It is clear that an optimal processor mapping should exploit the faster commu-
nication of contiguous messages inside the nodes which also helps to reduce the network contention.
For example, the processor mapping of a 1-D topology should be made to assign neighboring pro-
cesses to the same node. The communication bandwidth has been measured to be 30% higher in
such a situation.

e Domain Decomposition Technique: The relation between computation and communication times is
much higher on the Coral system than in current parallel architectures, so the 3-D decomposition
achieves the best performance, requiring 30% less time than the 1-D decomposition and 8% less than
the 2-D one.

e Set of Tridiagonal Systems of Equations: A set of tridiagonal systems of equations has been
solved using different approaches: pipelined sequential algorithms (Pipelined Gaussian Elimination

method), matrix transpose algorithms (Mapping Transposition algorithm) and different parallel im-



plicit solvers (Cyclic Reduction method, Mattor’s algorithm, and Wang’s partition method). Each
one of those methods exhibits a different communication pattern: pipelined communication, col-
lective communications, binary tree communications, etc. The Mattor’s algorithm combined with
Cyclic Reduction shows the best results in terms of execution time and so parallel efficiency.
The work performed will provide guidance for efficient programming on the Coral system.
The results will be compared with those obtained on some current parallel architectures (Cray T3E and
SGI Origin 2000) considering not only performance issues, but also the performance-cost ratio.
This research was conducted in collaboration with M. Prieto-Matias and E. Huedo-Cuesta (Universidad

Complutense, Spain).

A robust and parallel multigrid method for the simulation of a yawed flat plate

Ignacio M. Llorente

The combination of implicit plane relaxation with partial and full coarsening has been found to be fully
robust for solving the incompressible Navier-Stokes equations on highly stretched grids in the simulation of
the driven cavity and a boundary layer over a flat plate. In particular, the combination of plane smoothing
and semi-coarsening achieves a convergence rate independent of grid size, stretching and Reynolds number
for the boundary layer simulation. Moreover, a tri-plane ordering in the smoothing sweep exhibits similar
convergence to the lexicographic ordering and allows the efficient parallel implementation of the algorithm.
The objective of this research is to study whether those convergence properties are maintained in the sim-
ulation of a boundary layer at high Reynolds numbers over a yawed flat plate, where the leading edge is
not perpendicular to the stream. This simulation exhibits some basic problems that may prevent optimal
multigrid efficiencies from being achieved, namely, a highly stretched grid near the yawed plate in order to
capture small scale physical phenomena and an entering flow not aligned with the discretization grid.

A FAS multigrid code has been used to solve the incompressible Navier-Stokes equations on a single-
block grid with stretching. The discrete equations are obtained using a finite volume approach in a staggered
grid. For the convective terms a first order upwind discretization is used. Second-order accuracy is achieved
with a defect-correction procedure based on a QUICK scheme inside the multigrid cycle. The smoothing
operator is a cell-implicit Symmetric Coupled Gauss Seidel method, where the momentum and continuity
equations are relaxed in a coupled manner. The combination of plane smoothing (where each plane consists
of a slab of cells) and semi-coarsening has been found to be robust in the simulation of the yawed flat plate
for angles up to 45 degrees. The smoothing process is not computationally expensive because each slab of
cells is approximately solved with a 2-D robust multigrid algorithm consisting of one FAS F(1,1) cycle that
combines a cell-implicit smoother and semi-coarsening. Textbook multigrid convergence is attained for the
model problem, i.e., preliminary results show that the convergence rate is independent of the grid size, grid
stretching, Reynolds number, and angle of yaw. In fact, the full multigrid algorithm converges the solution
to below the truncation error with one F(2,1) cycle per level. The parallel version of the code is being
implemented on the Coral system by using the MPI communication library in order to obtain results in finer
grids up to 256 cells per side.

We intend to continue working on parallel and robust multigrid methods for block-structured applica-
tions. In particular, we will compare the numerical and architectural properties of coupled and distributive
relaxation for the incompressible Navier-Stokes equations.

This research was conducted in collaboration with R.S. Montero and M. Prieto-Matias (Universidad
Complutense, Spain), and M.D. Salas (ICASE).



Large eddy simulation using a parallel multigrid solver

Dimitre J. Mavriplis

The failure to develop a universally valid turbulence model coupled with recent advances in computa-
tional technology have generated a greater interest in the large-eddy simulation approach for computing flows
with large amounts of separation. This approach involves resolving the large-scale unsteady turbulent eddies
down to a universally valid range in the hope of yielding a more generally valid simulation tool. The purpose
of this work is to develop a large-eddy simulation capability based on an existing unstructured grid Navier-
Stokes solver. The use of unstructured grids, which facilitates the discretization of complex geometries and
adaptive meshing techniques, is expected to enhance the flexibility of the resulting simulation capability.

An unsteady Reynolds-averaged Navier-Stokes (RANS) flow solver based on unstructured meshes has
been developed and validated on the case of a circular cylinder. A Detached Eddy Simulation (DES) model
based on modifications to the one-equation Spalart-Allmaras RANS turbulence model has been implemented
and validated for the case of flow over a sphere. Flow over a wing at post-stall incidences has also been
computed using the unsteady RANS and the DES methods. These computations are being performed on
the ICASE PC cluster, Coral.

The simulation of decaying isotropic turbulence in a periodic domain is underway in order to enable the
calibration of the model constant and to study the effect of artificial dissipation on the simulation of eddies
in the inertial range. Higher resolution simulations for the stalled wing and flow over a bluff landing gear
geometry are to be performed in the near future.

This work is being carried out in collaboration with Juan Pelaez (Old Dominion University).

Unstructured multigrid algorithms for the solution of radiation diffusion problems

Dimitre J. Mavriplis

Under the ASCI program, the simulation of radiation transport phenomena has been identified as one
of the most time consuming elements within large simulation codes. The objective of this research is to
investigate the effectiveness of unstructured multigrid algorithms in efficiently solving unsteady radiation
transport problems, in the radiation diffusion limit.

A two-dimensional unstructured grid radiation diffusion solver has been developed which employs ag-
glomeration multigrid to converge the nonlinear problem at each physical time step. In a first approach,
a nonlinear FAS multigrid scheme is used to directly converge the nonlinear problem at each time step,
whereas in the second approach, a Newton iteration scheme is applied to the nonlinear problem and a linear
multigrid algorithm is employed to solve the linear system at each Newton iteration. A hybrid scheme based
on a nonlinear FAS multigrid scheme but using a linear solver on each grid level has also been implemented.
Results indicate that while all three schemes converge at the same rate based on the number of (linear or
nonlinear) grid sweeps, the linear multigrid solver is more efficient due to the smaller number of expensive
nonlinear function evaluations.

These results are to be extended into the three-dimensional setting and effects of scalability on large
numbers of processors will be studied in addition to algorithmic efficiency. A complete validation of the

solver in terms of accuracy will also be completed in the near future.



On the extension of compressible flow solvers to incompressible flows
C.-C. Rossow

The extension of methods designed to solve compressible flows near the incompressible flow regime still
remains a challenge. The usual way to make compressible codes applicable for the solution of low Mach
number flows is to precondition the system of compressible equations. This is done in such a way that the
disparity in the eigenvalues is reduced and the condition number of the resulting system becomes of the order
of unity. However, in regions of very low Mach number, e.g., near stagnation points and in recirculation
regions, the preconditioning matrix may become singular and the robustness of the computation may be
impaired. Therefore, to make compressible codes applicable to incompressible flow problems with the same
reliability as for compressible flows, further effort seems to be required to understand the basic mechanisms
of computing incompressible flows.

Due to the robustness problems encountered when using preconditioning techniques, the question may be
asked whether some elements are missing in this approach. It is well known that in the incompressible limit,
the velocity field of the flow must be divergence free. This is an essential requirement, and it may be argued
whether this condition has to be satisfied on a discrete level, too. Analysis of unsuccessful computations
with preconditioning revealed that this constraint was violated in these cases. Based on this observation,
a possibility was sought to respect this constraint for the discrete equations. Based on the Mach number
expansion of the classical Flux Difference Splitting scheme, the discrete mass flux was investigated. In the
incompressible limit, the discrete mass flux is mainly governed by pressure differences arising in the artificial
dissipation due to the solution of a Riemann problem. Using these pressure differences, an equation for a
correction of the pressure, such that a divergence free velocity field will be enforced, could be derived. In
the incompressible limit, this equation is of purely elliptic nature. Solving this equation in the framework of
an unstructured, compressible code allowed the computation of completely incompressible (M=0) flows.

It could be shown that this formulation of a pressure correction equation is equivalent to classical methods
for solving incompressible flows. However, in the present formulation, no heuristic arguments are required,
but the derivation is based on the solution of the corresponding Riemann problem in combination with the
divergence free velocity field constraint. As a result, the discrete incompressible method arises consistently
from the compressible formulation.

During the research, the observation was made that the pressure equation is not well suited for the
computation of compressible flows with shocks. This may be consistently understood with the vanishing
pressure differences in the mass flux when the Mach number approaches unity. An attempt was made
to turn the basic elliptic equation into a hyberbolic equation for supersonic flows, as is practice for other
pressure-based methods used for the computation of compressible flows. However, the experience was made
that very small timesteps were required to obtain a stable integration towards steady state, and this approach
was recognized as not efficient for compressible flows. Therefore, a blending technique was derived which
allows a transition from the pressure-based incompressible formulation to the density-based compressible
formulation.

With this formulation, completely incompressible and compressible, transonic flows around airfoils were
computed. The method was used to simulate inviscid as well as viscous flowfields, and the implementation
into the multigrid framework of the basic unstructured code was straightforward. A comparison with the
standard preconditioning technique used in the same code showed an increased robustness of the pressure
correction method for high lift flows close to separation. This may be attributed to the fact that the pressure

correction equation enforces the divergence free velocity field on a discrete level during each timestep. It was
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found that for highly stretched meshes, the elliptic equation became stiff due to the high aspect ratios, and
the number of Jacobi-iterations had to be increased.

The results obtained during this work indicate that it is crucial for convergence to respect the divergence
free constraint. Furthermore, care has to be taken when regarding incompressible or nearly incompressible
unsteady flow: this constraint applies here also, and the violation of it may lead to wrong interpretations.
This holds especially for the computation of flows at maximum lift conditions, where unsteadiness is likely
to occur, and recirculation zones with very low speeds are present.

Future work will be directed towards an enhanced method for the solution of the pressure correction
equation to ensure convergence for more severe conditions. Furthermore, it will be investigated whether the

additional evaluation of the continuity equation could be avoided to reduce computational cost.

High-order discontinuous Galerkin method and WENO schemes
Chi-Wang Shu

Our motivation is to have high order non-oscillatory methods for structured and unstructured meshes
which are easy to implement for parallel machines. The objective is to develop and apply high order dis-
continuous Galerkin finite element methods and weighted ENO schemes for convection dominated problems.
The applications will be problems in aeroacoustics and other time dependent problems with complicated
solution structure.

Jointly with Harold Atkins at NASA Langley, we are continuing in the investigation of developing the
discontinuous Galerkin method to solve the convection dominated convection-diffusion equations. We have
been continuing in our investigation of local preconditioners which hopefully would dramatically increase the
time step restriction on the time dependent simulations and make convergence to steady states much faster,
both for convection problems and for convection-diffusion problems. Jointly with Cockburn, Luskin and Suli,
we have been developing a local post processing technique for the discontinuous Galerkin method applied
to linear PDEs which will effectively double the order of accuracy of the scheme with minimal additional
computational cost.

Research will be continued for high order discontinuous Galerkin methods and weighted ENO methods
and their applications.

High-order two-way artificial boundary conditions for nonlinear wave propagation with
backscattering

Semyon Tsynkov

When solving linear scattering problems, one typically first solves for the impinging wave in the absence
of obstacles. Then, by linear superposition, the original problem is reduced to one that involves only the
scattered waves driven by the values of the impinging field at the surface of the obstacles. In addition, when
the original domain is unbounded, special artificial boundary conditions (ABCs) that would guarantee the
reflectionless propagation of waves have to be set at the outer boundary of the finite computational domain.
The situation becomes conceptually different when the propagation equation is nonlinear. In this case the
impinging and scattered waves can no longer be separated, and the problem has to be solved in its entirety.
In particular, the boundary on which the incoming field values are prescribed, should transmit the given
incoming waves in one direction and simultaneously be transparent to all the outgoing waves that travel in
the opposite direction. We call this type of boundary conditions two-way ABCs.

In the paper, we construct the two-way ABCs for the nonlinear Helmholtz equation that models the lager

beam propagation in a medium with nonlinear index of refraction. In this case, the forward propagation is
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accompanied by backscattering, i.e., generation of waves in the direction opposite to that of the incoming
signal. Our two-way ABCs generate no reflection of the backscattered waves and at the same time impose
the correct values of the incoming wave. The ABCs are obtained for a fourth-order accurate discretization to
the Helmholtz operator; the fourth-order grid convergence is corroborated experimentally by solving linear
model problems. We also present solutions in the nonlinear case using the two-way ABC which, unlike the
traditional Dirichlet boundary condition, allows for direct calculation of the magnitude of backscattering.

Future work will include building a more efficient iteration procedure than the one currently employed,
numerical studies of both subcritical and supercritical regimes, comparing the results obtained in the frame-
work of the nonlinear Helmholtz equation with those obtained for the nonlinear Schroedinger equation,
and finally casting the ABCs that we have constructed into the general framework of Calderon’s pseudo-
differential boundary equations.

This research was conducted in collaboration with Gadi Fibich (Tel Aviv University).

12



COMPUTER SCIENCE

Preconditioning techniques for solving the particulate flow problem in parallel
Abdelkader Baggag

To extract the implicit information that is in the equations of the motion of the flow of particulates, it is
necessary to numerically solve the coupled system of PDEs consisting of the equations of the fluid motion, and
the equations of the rigid-body motion governing the particles. These equations are coupled through the no-
slip boundary condition on the particle surfaces, and through the hydrodynamic forces and torques exerted
by the fluid on the particles. To solve numerically, the particulate flow problem is discretized by a standard
Galerkin finite element scheme, in which both the fluid and particle equations of motion are incorporated
into a single variational equation where the fluid and particle velocities appear as primitive unknowns. The
computation is then performed on an unstructured grid, and an arbitrary Lagrangian-Eulerian moving mesh
technique is adopted to deal with the motion of the particles.

The numerical simulation of the particulate flow problem is extremely computationally intensive, since
it is nonstationary, i.e., it evolves over many time steps, and within each time step a nonlinear system of
equations must be solved, and within each nonlinear iteration several linear systems are solved. The time
stepping is handled by a backward Euler scheme, and a Newton method is used to deal with the nonlinearity.
The various algebraic systems (Jacobians) which arise thereafter are large, sparse, nonsymmetric, and often
indefinite, and their solution can consume up to 90% of the total CPU time of the entire simulation. The
main focus of this research is to address the efficient solution of the linear systems and to implement them
on parallel computers, and to optimize them in particular on the Origin 2000.

Although the methods based on the Krylov subspaces have excellent parallelization properties, they
lack robustness without good preconditioning. In this research some novel techniques are investigated and
devised. These techniques include the balance scheme, the multilevel method, and the augmentation method.
These algorithms are implemented in a Particle Mover object-oriented code, called PM++, and extensively
validated for the particulate flow problem of the Grand-Challenge project.

Parallel implicit solvers for PDEs and PDE-constrained optimization
Dawnd E. Keyes

The development and application of parallel implicit solvers for multiscale phenomena governed by PDEs
are our chief objectives. Newton-Krylov-Schwarz (NKS) methods have proven to be broadly applicable,
architecturally versatile, and tunable for high performance on today’s high-end commercial parallel platforms
(e.g., Cray T3E, SGI Origin, IBM SP, Compaq AlphaServer). The challenge of obtaining high performance
is likely to be increased on coming generations of high-end machines, as represented, for instance, by the
ASCI “white” machine at Lawrence Livermore National Laboratory, and also on Beowulf clusters, such as
ICASE’s “Coral.” Our primary efforts are concentrated on algorithmic adaptations of NKS methodology
appropriate for emerging architectures and on evaluation of new software tools and methodology.

Since we employ Newton’s method as the solver, we can also apply our techniques to nonlinear systems
that augment the original PDE discrete equations by additional equations that represent the first-order
necessary conditions (the Karush-Kuhn-Tucker equations) for optimality. Working through the Lagrange
formulation for PDE-constrained optimization, we designate this approach Lagrange-NKS, or simply LNKS.

Both structured-grid and unstructured-grid CFD legacy codes have been ported to advanced platforms

and reasonable objectives for algorithmic convergence rate, parallel efficiency, and raw floating point perfor-
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mance have been met. The general approach embodied in the NKS family of algorithms is documented in
previous ICASE technical reports, among other places. Newton’s method, robustified by pseudo-transient
continuation, generates global linear systems that are solved in a matrix-free manner by Krylov iteration,
and preconditioned locally. In the absence of timestepping, a non-local two-level preconditioner based on a
coarsening of the problem is also required to maintain algorithmic scalability at a modest cost to asymptotic
parallel efficiency, but most nonlinear problems require some form of timestepping, even for the computations
of steady states.

During the past year, our 1999 Bell Prize-winning work — an implementation of the NASA code FUN3D
running on up to 3,072 dual-processor nodes of the ASCI Red machine at 227 Gigaflops/s — has been
extended by algorithmic performance tuning and memory system modeling, while we await access to the
next larger machine.

Domain-decomposition algorithms for PDEs and Lagrange-based algorithms for PDE-constrained opti-
mization are special cases of partitioned solvers, where the partitions are geometrically or functionally based,
respectively. We are examining a variety of partitioned solvers, where the variety arises from the type of
partitioning and also the order of nestedness of the partitioning with respect to the linearization required
in any nonlinear problem. A key decision in the trade-off between globalized convergence properties and
parallel computational cost per iteration is whether a global Newton linearization is employed, or multiple
independent Newton linearizations within partitions. We have recently begun to explore nonlinear precon-
ditioning which is expected to be well suited for machines with 10,000 processors or more. In this range
conventional NKS methods begin to lose efficiency to the cost of global synchronization.

We will continue to develop NKS methods in implicit parallel CFD and radiation transport, examining
a variety of algorithmic, programming paradigm, and architectural issues.

The Coral Project
Josip Loncarié, Thomas W. Crockett, Piyush Mehrotra, Peter Kearney, and Manuel D. Salas

The cost of developing complex computer components such as CPUs has become so high that scientific
applications alone cannot carry the full burden. In the future, scientific computing will have to use mass
market leverage to overcome the cost barrier. A cost-effective alternative to high-end supercomputing was
pioneered by Beowulf, a cluster of commodity PCs. By now, high performance Beowulf clusters can be built
using fast commodity PCs and switched Fast Ethernet. We are exploring the benefits and the limitations of
this approach, based on applications of interest to ICASE.

The initial phase of the Coral project, consisting of 32 Pentium IT 400 MHz nodes and a dual-CPU
server, demonstrated aggregate peak performance in excess of 10 Gflops/s, with sustained performance on
CFD applications of about 1.5 Gflops/s. In order to provide a richer environment for further experimentation,
a dual-CPU configuration was chosen for the second phase of the Coral project. We have added 16 dual
Pentium IIT 500 MHz machines and two dual-CPU file servers. The third stage of this project added 16 dual
Pentium IIT 800 MHz machines and a 32-node low latency 1.25 Gbps Giganet cLAN network fabric. The
resulting system contains 96 compute CPUs with an aggregate of 36 GB of RAM and 981 GB of local disk
space. Coral’s three dual-CPU servers provide an additional 1.5 GB of RAM and 246 GB of disk space.

Coral has an excellent price/performance ratio, almost an order of magnitude better than an equivalent
proprietary supercomputer design. This conclusion is based on our experience with a variety of applications,
ranging from coarse-grained domain decomposition codes to communication-intensive parallel renderers.

For a computer system with this much memory and disk capacity, the ability to move data around
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within the cluster, as well as to and from other systems, becomes an important consideration. In conjunc-
tion with the second phase of the Coral project, we have built a small Gigabit Ethernet testbed which
connects the Coral servers, one of the dual-CPU compute nodes, and one of [CASE’s graphics workstations.
Based on our measurements, the Gigabit Ethernet based on Alteon’s chipset is best suited for bulk data
movement. Latency sensitive parallel codes would be better served by another network technology. This
was confirmed by our test of Giganet cLAN in May, which also demonstrated a strong influence of the MPI
library implementation on dual CPU nodes.

The Coral cluster usage has dramatically increased this year. In August of 2000, Coral’s existing 64
compute CPUs delivered 15,890 CPU*hours of computing. We will continue to use this cluster to develop
and run research codes of interest to ICASE and NASA Langley, and to evaluate price/performance tradeoffs

among various hardware, software, and networking configurations.

Integrating process algebra and linear-time temporal logic
Gerald Liittgen

This research is devoted to the development of novel techniques for heterogeneous formal specifications
of reactive systems such as avionics systems and embedded software. Traditional formal-methods research
in this area has focused on homogeneous specification methodologies in which all specifications are given in
the same notation. In practice, however, heterogeneous methodologies supporting multi-paradigm specifica-
tions are desired for the following reasons. First, different system components have different characteristics.
Second, components of real-world systems are often developed within different teams. Third, system require-
ments, which are often stated using assertions (e.g., via temporal logics), should be refinable into system
designs that are operationally concrete (e.g., represented in process algebra).

The taken approach extends the process algebra Calculus of Communicating Systems (CCS) by two
operators that permit the inclusion of Linear-time Temporal Logic (LTL) formulas: (i) embed(¢), where ¢ is
a LTL formula; this operator facilitates the embedding of LTL formulas within process-algebraic terms; and
(ii) constraint(P,¢p), where P is a process term and ¢ is a LTL formula; this operator allows one to restrict
the behavior of P as specified by ¢. The resulting mixed language was intended to be given a semantics in
terms of Biichi testing, a semantic framework which was previously developed under ICASE/NASA funding.
In the context of compositionality, however, it turned out that Streett automate provide a notationally more
convenient, albeit equally expressive, semantic domain than Biichi automata. Consequently, our Biichi-
testing theory has been re-developed for Streett automata, and the resulting framework has been interfaced
to our mixed language via structural-operational rules.

Regarding future work, we plan to investigate concurrency-theoretic issues of our heterogeneous language.
Also, an efficient algorithm for determining whether one specification refines another within our semantic
theory should be developed.

This work is done in collaboration with Rance Cleaveland (SUNY at Stony Brook, New York) and is
supported by NSF Grant CCR-9988489.

Relating asynchronous systems with respect to speed
Gerald Liittgen

Clasgsical process algebras model concurrent systems whose components are assumed to have arbitrary
relative speeds. To consider the temporal behavior of systems, several timed process algebras have been

proposed. Remarkably, most of these assume a synchronous system model where all system components have
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fixed speeds. The objective of our research is to develop a timed process algebra for evaluating the temporal
worst-case efficiency of asynchronous concurrent systems, in which every system component potentially
performs at a different speed, but guarantees an upper time bound on all of its actions.

Our approach extends Milner’s Calculus of Communicating Systems (CCS) by a clock-prefix operator.
This operator allows for specifying a discrete amount of time a process is being permitted to delay before
it must engage in an enabled communication with its environment. Since the semantic theory of CCS
is based on the behavioral equivalence bisimulation, we aimed at refining this relation to a preorder that
compares functionally equivalent processes with respect to their speed. To this end, we studied several
possible definitions for such a preorder, all of which are intuitively justifiable, and formally proved them to
coincide. For the resulting preorder, we characterized the fully abstract pre-congruence contained in it and
axiomatized this pre-congruence for finite sequential processes. Finally, we also investigated a corresponding
‘weak’ pre-congruence which abstracts from internal computation. Our work concludes long overdue research
in process algebra. The obtained results testify to the elegance of bisimulation-based behavioral relations
when compared to related preorders built on top of DeNicola and Hennessy’s testing theory.

Regarding future work, we plan to complete the concurrency-theoretic study of our faster-than preorder
and to publish our findings in a technical report.

This work is done in collaboration with Walter Vogler (University of Augsburg, Germany).

Saturation: An efficient iteration strategy for implicit state-space generators
Gerald Liittgen

Many state-of-the-art verification techniques rely on the automated construction of the reachable state
space of the system under consideration. In previous work we developed an algorithm for the MDD-based
construction of state spaces of asynchronous system models, such as Petri nets. By avoiding to encode a
given global next-state function implicitly as MDD, but splitting it in several explicitly represented local
next-state functions instead, we gained the freedom to choose the sequencing of firing events, which controls
the fixed-point iteration calculating the desired global state spaces. The objective of this research is to
develop a suitable strategy for firing events which increases the time and space efficiency of state-space
generation.

Our approach is based on the observation that an MDD node is not modified any more, when all events
affecting the considered node have been fired exhaustively, i.e., when the node is saturated. Having the specific
representation of state-spaces using MDDs in mind, this results in a depth-first strategy for saturating MDD
nodes. The intuitive benefits of this strategy are threefold. First, it brings MDD-nodes early into their
final shapes. This eliminates much of the overhead necessary in our previous algorithm. For example, it
makes many checks determining whether some event is enabled at a given snap-shot during the algorithm’s
execution unnecessary. Second, it permits an easy cache management in which cache entries do not need
to be invalidated, as they either concern MDD nodes which are not updated any further or are guaranteed
never to be accessed again. Third, it allows for considering event locality naturally, thereby eliminating the
need for accessing nodes rather randomly and, thus, making the corresponding infrastructure obsolete. Our
novel iteration strategy leads to a new state-space generation algorithm which has been implemented in the
Petri net tool SMART. The algorithm’s utility has been proved by experimental studies which show that
it often performs several orders of magnitude faster than existing algorithms. Equally important, it keeps
the peak sizes of MDDs usually quite close to their final sizes. Our results will soon enable the verification

of larger systems in less time and, thus, will help to employ automated formal verification techniques into
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engineering practice.

Regarding future work, we plan to employ our idea of saturation for implementing an MDD-bagsed CTL
model checker within SMART. Moreover, we intend to investigate whether our new algorithm is suitable for
parallelization.

This work is done in collaboration with Gianfranco Ciardo and Radu Siminiceanu (The College of
William & Mary).

Arcade: A distributed computing environment for ICASE
Piyush Mehrotra

Distributed heterogeneous computing is being increasingly applied to a variety of large size computational
problems. Such computations, for example, the multidisciplinary design optimization of an aircraft, generally
consists of multiple heterogeneous modules interacting with each other to solve the problem at hand. These
applications are generally developed by a team in which each discipline is the responsibility of experts in the
field. The objective of this project is to develop a GUI-based environment which supports the multi-user
design of such applications and their execution and monitoring in a heterogeneous environment consisting
of a network of workstations, specialized machines and parallel architectures.

We have been implementing a Java-based three-tier prototype system which supports a thin client
interface for the design and execution of multi-module codes. The middle tier consists of logic to process the
user input and also to manage the resource controllers which comprise the third tier. We have continued
implementation of our Jini-based resource monitoring and management system. The system is being designed
to be modular with well-defined interfaces so that it can be used with other frameworks also. For the
specification of the resources, we are closely following the standards being set by the Grid Forum Information
services group and are implementing the specification using XML. Similarly we have also designed an XML-
based project specification language such that both the work-flow and the inter-module data flow can be easily
specified. We have implemented the translators for converting back and forth between the XML specification
and our internal Java-based project specification. We have also started a new subproject focused on using
XML for managing scientific data used in multi-module applications. This approach will allow meta-data
describing the data to be specified using XML thus allowing the descriptions to be manipulated directly by
machines. Thus, translations between different forms of the same data, e.g., cell-centered vs. vertex-centered
unstructured grid data, can be automatically translated.

In the future we will continue to work on the enhancements outlined above. In addition we will enhance
the current Arcade monitoring system by adding more visualization tools. We will also add support for
dynamic steering of executing simulation codes.

This work is being performed in collaboration with A. Al-Theneyan and M. Zubair (Old Dominion
University).

Languages for high performance and distributed computing
Piyush Mehrotra

There are many approaches to exploiting the power of parallel and distributed computers. Under this
project, our focus is to evaluate these different approaches, proposing extensions and new compilation tech-
niques where appropriate.

OpenMP is a set of directives extending C, C++ and Fortran which provide a shared-memory paral-

lel programming model. Current parallel architectures are built by interconnecting nodes which internally
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provide true-shared memory across a small number of processors. Both hardware- and software-based ap-
proaches are used to provide a shared address space across the physically distributed memories of the nodes
in larger systems. OpenMP provides an easy and incremental approach for small scale shared memory sys-
tems. However, controlling and exploiting data locality becomes an issue as the latency for data transfers
across the nodes increases for larger systems. We have designed a set of directives extending OpenMP which
allow users to directly express the data-locality of their programs. Such directives can then be translated
by a compiler to take advantage of the underlying target architecture. In order to test our ideas, we hand-
translated directives for two different programs targeting two different architectures: a) a simple Jacobi
program on an IBM SP2 using the Treadmarks software based DSM system from Rice University, and b) a
program implementing lattice Boltzmann equations for solving flows (provided by L.-S. Luo and group) on
the SGI Origin 2000. For both the programs we wrote at least two versions, a pure OpenMP version and one
in which most of the data is declared private with only buffers being shared between the threads. In both
cases we found that the second version gave much better performance reinforcing the fact that data-locality
is important even on shared memory systems.

We plan to continue our investigations on providing data-locality in OpenMP programs, including de-
signing and implementing compiler transformations required to translate the distribution directives so as to
exploit the underlying architectures.

This work is being done in collaboration with B. Chapman, A. Patil and A. Prabhakar (University of
Houston).

On the initial condition for LBGK scheme for unsteady flow simulations

Renwei Mei

In the computational simulation for unsteady flow problems using the method of lattice Boltzmann
equation, it is critically important to have a good initial condition for the particle distribution functions.
Otherwise, the error in the initial condition could contaminate the whole solution. A typical approach is to
set the initial particle distribution function fi’s equal to the equilibrium particle distribution function based
on the known velocity and pressure field. This method is, however, shown to have larger initial error.

We propose an initialization scheme to obtain improved initial condition for fi’s. Let the equilibrium

0. This initialization scheme let the initial

function based on the initial velocity and density field be f(e®
field for fi’s to stream and collide based on the (69, During this initialization procedure, macroscopic
flow variables remain unchanged. One of the advantages of this initialization scheme is that one can use the
existing code to obtain easily an improved initial condition for fi’s. The improvement is measured for velocity
and stress field in two cases: decaying Taylor vortex flow, and decaying shear flow. Significant improvement
is obtained for low viscosity (or high Reynolds number).

The results of this work will be written for an archival journal.

This work is an collaborative effort with Dr. Li-Shi Luo, Profs. Domonique d’Humieres and Lian-Ping

Wang.
Formal analysis of the AILS alerting algorithm
César Murioz

The Airborne Information for Lateral Spacing (AILS) is a project being conducted at NASA Langley
Research Center. Its global objective is to increase airport efficiency by enabling approaches to closely spaced

parallel runways in Instrument Meteorological Conditions. One of the most critical components of the AILS
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concept is the alerting algorithm. It provides situational awareness to pilots involved in a parallel approach.
The aim of this work is to conduct a formal analysis of the AILS alerting algorithm in order to discover
possible misbehaviors that have not been detected during simulation and testing.

An abstraction of the AILS alerting algorithm has been formalized in the specification language of the
PVS verification tool. Several models of collision trajectories, which vary from a pure discrete model to a
completely continuous one, have been considered. Discrete models allow the use of efficient state exploration
techniques to validate formal properties. However, they have proven to be too inaccurate. An accurate
continuous model of trajectories has been refined by gradually removing discrete parameters of the discrete
models. As result of the formal analysis, maximum and minimum times when an alarm will first sound prior
to a collision have been found.

Techniques and models developed in the formal analysis of the AILS concept will be used to study a more
general concept called Distributed Air-Ground Traffic Management (DAG/TM). DAG/TM is a gate-to-gate
concept being designed as part of the NASA Aviation System Capacity Program to improve the overall
performance of the National Airspace System.

This work is done in collaboration with Victor Carrefio (NASA